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- In 2009 I did not try to give an estimate for the distortion, it is some number below 100, but not far from it. Theorem 1 of this talk is the best possible result in this direction.
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- (Repeated from the previous slide) Is it true that $\ell_{2}$ embeds coarsely into an arbitrary infinite-dimensional Banach space?
- This problem was posed in M.O.(2006) and repeated in M.O. (2009). A positive answer to this problem would be a very impressive Dvoretzky type theorem.
- Yet, as the matter stands, it was answered in the negative by Baudier-Lancien-Schlumprecht (2018) using a very elegant argument. A typical counterexample is the space constructed by Tsirelson (1974).
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- One of the most important directions related to the Dvoretzky theorem is finding optimal estimates for the function $N(k, \varepsilon)$ in its statement. Many aspects of this problem have been investigated staring with Milman (1971).
- Starting with the paper of Bourgain-Figiel-Milman (1986), a parallel theory for metric spaces was developed. In this theory the main goal is estimating from below the size - defined either as cardinality or in some measure-theoretic ways - of subsets of a metric space which admit low-distortion embeddings into a Hilbert space. The theory became very active after the fundamental paper Bartal-Linial-Mendel-Naor (2005). One can find a short survey in Section 8 of Naor's paper on Ribe program (2012).
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- What can we find in any infinite-dimensional Banach space $X$ ?
- Dvoretzky theorem implies that in any $X$ there are arbitrarily large subspaces which are arbitrarily close to Euclidean spaces.
- Using Mazur's techniques for constructing basic sequences one can organize such almost-Euclidean spaces into a rather decent finite-dimensional Schauder decomposition (FDD).
- "Rather decent" here means that we can require FDD projections to have norms close to 1 . (We can require even a bit more.)
- Now let us look at a locally finite subset $\mathcal{M}$ of $\ell_{2}$. Assume, for simplicity, that $0 \in \mathcal{M}$.
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It will be convenient to denote the corresponding sequence of radii by $\left\{\rho_{2 i-1}\right\}_{i=1}^{\infty}$. (It is a subsequence of $\left\{\rho_{k}\right\}_{k=1}^{\infty}$.)

- A natural idea is to find in $X$ and FDD of the form

$$
F_{1} \oplus F_{2} \oplus F_{3} \oplus \cdots \oplus F_{n} \oplus \ldots
$$

- The space $X$ does not have to contain such FDD isometrically, but it contains such FDD up to a linear map of an arbitrarily small distortion.


## What is next?

- Now we can split $\mathcal{M}$ into annuli $\mathcal{A}_{i}:=\left\{x \in \mathcal{M}: \rho_{i-1} \leq d(x, 0) \leq \rho_{i}\right\}$ where $\rho_{0}=0$ and $\left\{\rho_{i}\right\}_{i=0}^{\infty}$ is a so rapidly increasing sequence of positive numbers that if the embedding will (almost) preserve the norm of elements, to compute the distortion it can be enough to consider pairs $x, y$ which are either in the same annulus, or in neighboring annuli.
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- Now we can split $\mathcal{M}$ into annuli $\mathcal{A}_{i}:=\left\{x \in \mathcal{M}: \rho_{i-1} \leq d(x, 0) \leq \rho_{i}\right\}$ where $\rho_{0}=0$ and $\left\{\rho_{i}\right\}_{i=0}^{\infty}$ is a so rapidly increasing sequence of positive numbers that if the embedding will (almost) preserve the norm of elements, to compute the distortion it can be enough to consider pairs $x, y$ which are either in the same annulus, or in neighboring annuli.
- We can try to map $\mathcal{A}_{2 i-1}$ into $F_{i}$ by the natural isometric embedding ( $F_{i}$ is spanned by a set containing $\mathcal{A}_{2 i-1}$ ). After that we can try to "bend" the complementary (even-numbered) annuli $\mathcal{A}_{2 i}$ "between" $F_{i}$ and $F_{i+1}$ in the direct sum $F_{i} \oplus F_{i+1}$.
- The problem is that we need "bending" with distortion arbitrarily close to 1 . It is not an easy task because in an arbitrary Banach space $X$ we do not have control (on close-to-isometric level) over the direct sums $F_{i} \oplus F_{i+1}$.
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- Definition: Let $C \in[1, \infty)$. A mapping $T: Y \rightarrow X$ is called a $C$-bending of $Y$ in the space $X$ from $I_{1}$ to $I_{2}$, with parameters $(r, R), 0<r<R<\infty$, if it is a $C$-bilipschitz embedding such that the restriction of $T$ to the ball of radius $r$ coincides with $I_{1}$ and the restriction of $T$ to the exterior of the ball of radius $R$ in $Y$ coincides with $I_{2}$.
- When we consider a $C$-bending of $Y$ in the space $X=Y \oplus Y$, we restrict our attention to the case where $I_{1}(y)=(y, 0)$ and $I_{2}(y)=(0, y)$ and call such bending a C-bending of $Y$ in the space $X=Y \oplus Y$ with parameters $(r, R), 0<r<R<\infty$.
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- It would be very handy to have a result on existence of
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## First steps in study bendings

- It would be very handy to have a result on existence of $(1+\varepsilon)$-bending with some parameters $(r, R)$, $0<r<R<\infty$, for every direct sum of the form $Y \oplus Y$ with direct sum projections having norms one. With such a result we could continue the argument on
$F_{1} \oplus F_{2} \oplus F_{3} \oplus \cdots \oplus F_{n} \oplus \ldots$ which we started above.
- However, such result does not hold.
- Theorem 2 (COO): There exists a 4-dimensional Banach space $X$ satisfying the conditions:
(A) It is a direct sum of two 2-dimensional Euclidean spaces $Y_{1}$ and $Y_{2}$ with direct sum projections having norm 1.
(B) There exists $\varepsilon>0$ such that for any $(r, R)$ satisfying $0<r<R<\infty$ and any isometric embeddings $I_{1}: \ell_{2}^{2} \rightarrow Y_{1}$ and $I_{2}: \ell_{2}^{2} \rightarrow Y_{2}$, there is no $(1+\varepsilon)$-bending of $\ell_{2}^{2}$ in $X$ from $I_{1}$ to $I_{2}$.
- Conclusion: We need to do more work on the FDD
$F_{1} \oplus F_{2} \oplus F_{3} \oplus \cdots \oplus F_{n} \oplus \ldots$ to achieve $(1+\varepsilon)$ bending for an arbitrarily small $\varepsilon>0$.
- Conclusion: We need to do more work on the FDD
$F_{1} \oplus F_{2} \oplus F_{3} \oplus \cdots \oplus F_{n} \oplus \ldots$ to achieve $(1+\varepsilon)$ bending for an arbitrarily small $\varepsilon>0$.
- Theorem 3 (Bending in 1-unconditional sums, COO): Let $Y$ be a finite-dimensional Banach space, and let $Z=\left(\mathbb{R}^{2},\|\cdot\|_{z}\right)$ for which the unit vector basis is 1-unconditional and normalized. Then for every $\varepsilon>0$ and every pair $(r, R)$ of positive numbers satisfying the condition

$$
\begin{equation*}
\frac{\varepsilon}{c_{Z}} \ln \left(\frac{R}{r}\right)=\frac{\pi}{2} \tag{1}
\end{equation*}
$$

there is a $\left(\frac{1+\varepsilon}{1-\varepsilon}\right)$-bending $T$ of $Y$ into the sum $X=Y \oplus_{Z} Y$ with parameters $(r, R)$. Furthermore, the bending $T$ satisfies

$$
\begin{equation*}
\|T x\|=\|x\| \tag{2}
\end{equation*}
$$

and

$$
\begin{equation*}
(1-\varepsilon)\|x-y\| \leq\|T x-T y\| \leq(1+\varepsilon)\|x-y\| \tag{3}
\end{equation*}
$$

- The formula for bending is rather complicated. The main idea of it is to use the logarithmic spiral, that is a spiral in the plane which establishes a $(1+\varepsilon)$-bilipschitz embedding of the $(0, \infty)$ into the plane:

$$
t \mapsto t(\cos (\varepsilon \ln t), \quad \sin (\varepsilon \ln t))
$$
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- So, to complete the construction, we need to find an FDD $F_{1} \oplus F_{2} \oplus F_{3} \oplus \cdots \oplus F_{n} \oplus \ldots$, for which sums of neighbors are unconditional or very close to unconditional.
- The formula for bending is rather complicated. The main idea of it is to use the logarithmic spiral, that is a spiral in the plane which establishes a $(1+\varepsilon)$-bilipschitz embedding of the $(0, \infty)$ into the plane:

$$
t \mapsto t(\cos (\varepsilon \ln t), \quad \sin (\varepsilon \ln t))
$$

- So, to complete the construction, we need to find an FDD $F_{1} \oplus F_{2} \oplus F_{3} \oplus \cdots \oplus F_{n} \oplus \ldots$, for which sums of neighbors are unconditional or very close to unconditional.
- Note that such FDD does not have to be an unconditional FDD (so it can exist for a subspace of an arbitrary infinite-dimensional Banach space).


## Unconditional sub-sums

- Theorem 4 (Unconditionality for Sums of Euclidean Spaces, COO): Given $n \in \mathbb{N}, \varepsilon \in(0,1)$, and $A \in[1, \infty)$ there exists $N \in \mathbb{N}$, such that, for every direct sum $X=X_{1} \oplus X_{2}$ with both $X_{1}$ and $X_{2}$ isometric to $\ell_{2}^{N}$, and the direct sum projections having norms $\leq A$, there are n-dimensional subspaces $Y_{1} \subset X_{1}$ and $Y_{2} \subset X_{2}$, such that the sum $Y_{1} \oplus Y_{2}$ with the norm induced from $X$ is ( $1+\varepsilon$ )-isomorphic (in a suitably defined sense) to a direct sum $Y_{1} \oplus z Y_{2}$ with respect to a 1 -unconditional basis.
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- Theorem 4 (Unconditionality for Sums of Euclidean Spaces, COO): Given $n \in \mathbb{N}, \varepsilon \in(0,1)$, and $A \in[1, \infty)$ there exists $N \in \mathbb{N}$, such that, for every direct sum $X=X_{1} \oplus X_{2}$ with both $X_{1}$ and $X_{2}$ isometric to $\ell_{2}^{N}$, and the direct sum projections having norms $\leq A$, there are n-dimensional subspaces $Y_{1} \subset X_{1}$ and $Y_{2} \subset X_{2}$, such that the sum $Y_{1} \oplus Y_{2}$ with the norm induced from $X$ is ( $1+\varepsilon$ )-isomorphic (in a suitably defined sense) to a direct sum $Y_{1} \oplus_{z} Y_{2}$ with respect to a 1-unconditional basis.
- After that, we can (almost) follow the plan outlined at the beginning, adding some necessary technical details.
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- To prove Theorem 4 we restate unconditionality in the following terms
- Definition: Let $Y_{1} \oplus Y_{2}$ be a direct sum in which the subspaces $Y_{1}$ and $Y_{2}$ are Euclidean, and let $\varepsilon \in[0,1)$. The sum $Y_{1} \oplus Y_{2}$ is endowed with a norm whose restrictions to $Y_{1}$ and $Y_{2}$ are the Euclidean norms. We say $Y_{1} \oplus Y_{2}$ is $\varepsilon$-invariant if for any orthogonal operator $O_{1}$ on $Y_{1}$ and any orthogonal operator $O_{2}$ on $Y_{2}$, the inequality

$$
\begin{equation*}
(1-\varepsilon)\left\|y_{1}+y_{2}\right\| \leq\left\|O_{1} y_{1}+O_{2} y_{2}\right\| \leq(1+\varepsilon)\left\|y_{1}+y_{2}\right\| \tag{4}
\end{equation*}
$$

holds.

- Lemma 1: If the sum $Y_{1} \oplus Y_{2}$ is 0 -invariant, it is a sum with respect to a 1-unconditional basis in a 2-dimensional space.
- Lemma 2: If the sum $Y_{1} \oplus Y_{2}$ is $\varepsilon$-invariant, it is $(1+\varepsilon)$-isomorphic to 0 -invariant.
- Search for an $\varepsilon$-invariant sub-sum is a multi-step construction which starts with the following.
- Search for an $\varepsilon$-invariant sub-sum is a multi-step construction which starts with the following.
- Proposition: Consider a Banach space $X$ which has a 1-codimensional subspace $Y_{0}$ which is isometric to $\ell_{2}^{N}$, and its complement is a linear span of $x_{1}$. Let $\varepsilon>0$, there exists a subspace $Y_{1}$ with controlled dimension such that the norm of $\alpha x_{1}+y\left(y \in Y_{1}\right)$ is $\varepsilon$-invariant to with respect to orthogonal operators on $Y_{1}$. This means

$$
(1-\varepsilon)\|\alpha x+y\| \leq\|\alpha x+O y\| \leq(1+\varepsilon)\|\alpha x+y\| .
$$

- Search for an $\varepsilon$-invariant sub-sum is a multi-step construction which starts with the following.
- Proposition: Consider a Banach space $X$ which has a 1-codimensional subspace $Y_{0}$ which is isometric to $\ell_{2}^{N}$, and its complement is a linear span of $x_{1}$. Let $\varepsilon>0$, there exists a subspace $Y_{1}$ with controlled dimension such that the norm of $\alpha x_{1}+y\left(y \in Y_{1}\right)$ is $\varepsilon$-invariant to with respect to orthogonal operators on $Y_{1}$. This means

$$
(1-\varepsilon)\|\alpha x+y\| \leq\|\alpha x+O y\| \leq(1+\varepsilon)\|\alpha x+y\| .
$$

- The proof is based on the Larman-Mani (1975) theorem on almost-spherical sections of non-symmetric convex bodies with center in a given point, with better estimates and a different proof by Gordon (1988).
- Thank you!

